Hardware-Software Co-design of a Cryptographic Application

Abstract

This paper describes and analyzes different approaches to the design and implementation of a primality test for long numbers. Probabilistic primes have great significance in the RSA encryption scheme, and are now used in telecommunications systems. Nevertheless, the high computational complexity of this kind of application makes its software implementations too slow, even when running on fast processors. Therefore, the use of a specific hardware co-processor is the only reasonable solution to obtain good performance. A deep analysis of hardware and software implementations of the example has demonstrated how the co-design of a complex system can produce the best results in terms of cost and performance. Besides, the gap between a real design and co-design flow can be reduced.

1. Introduction

Hardware-software co-design addresses the development of complex heterogeneous systems looking for the best trade-offs among the different solutions. Several problems can be considered under the co-design paradigm [8]: ASIPs synthesis, execution acceleration by means of custom-computing machines, design of System-on-a-Chip (SoC) or Embedded-systems design. However, current methodologies lack contact with real examples from which important knowledge can be extracted. In this paper, we present an in-depth analysis of a co-design case study. We have chosen a cryptographic application: a Primality Test.

Security has become a key issue in the world of electronic communications. The security of a strong system mainly dwells in the secrecy of the key rather than in the supposed secrecy of the algorithm. Nevertheless, the time overhead due to data encryption and decryption should not impose a bottleneck in the communication process. Consequently, most cryptographic applications have two antagonistic goals which are very appealing for a co-design approach:

1. To work safe, cryptographic applications need enormous numbers which guarantee the security of the system. Due to the high mathematical complexity of the operations involved in this kind of applications, hardware accelerators are required to work at real time speed.

2. Internet applications are so widespread that the implementation of cryptographic boards should be done as cheap as possible. Thus, the architecture that implements these boards should be mainly based on standard processors.

Nowadays, important efforts are made to automate as much as possible the whole co-design cycle. We are currently working in this field, and we found that it is extremely important to have a deep knowledge of the whole co-design cycle, paying special attention to the practical issues a designer takes into account while dealing with a given design problem. Thus, we have looked for an example complex enough and with hard timing constraints to need a co-design methodology. The primality test completely satisfies these premises.

Many co-design examples can be found in the literature. Most of them deal with a particular co-design problem (as it can be memory access [6]) or apply a co-design methodology to a particular example (POLIS [1], COSMOS [2], etc.). In this paper we have completely developed two antagonistic implementations of a data-driven case study. The main objective of this work is to extract as much information as possible from the design experience to incorporate in a given co-design methodology. Additionally, this example will contribute to a set of fully characterized benchmarks for co-design.

The paper is structured as follows. First, the chosen case study will be described in depth. Next sections introduce the two approaches followed to implement the primality test: the software and the hardware implementations. After that, an analysis of the solutions found will be presented, outlining their major features. The paper ends with a summary of the results and some conclusions.
2. Description of the problem

Public key cryptography (RSA [11]) as well as other ways of ciphering and digital authentication based on modular arithmetic is widely used in the world of secret security transmission. But these systems have an important drawback: the slowness of their basic operation, the modular exponentiation with very long integers. Since software implementations are too slow, even running on fast processors, the use of specific hardware seems to be the only reasonable solution to obtain good performance. Moreover, the robustness of these systems is strongly based on the use of enormous prime numbers, because their factorization is almost impossible. But the performance of the system is consequently reduced. Therefore, a key issue that must be considered when designing a cryptosystem is to guarantee that a given number is prime, with a reasonably high probability.

Primality testing may use either deterministic or probabilistic methods. For long numbers a deterministic test would be impossible in terms of computation time. Thus, we will concentrate on probabilistic test, which give a probability of primality for a given number, but their computation is not extremely long. One of the most common tests used nowadays is the Rabin-Miller Test [10]. The test is based on the repetition of a set of operations on the number under test. The number of repetitions controls the probability of failure of the test. The operations that are repeated are actually the Miller algorithm, the main part of the test, that is described below.

```plaintext
miller(number, base) {
    k=1;
    compute_m_r(): // n = 1+2^k*m
    if (mod_exp(base, m, number)==1) |
        mod_exp(base, m, number)==-1) return 1;
    else while (k< r) {
        if (mod_exp(base, (2^k*m), number)==-1)
            return 1;
        k++;
        if (k >= r)
            return 0;
    return 0;
}
```

**Figure 1**: Pseudo-code of the Miller Test.

**Miller Test** Let n be an odd integer, which can be expressed as $n = 1 + 2^k m$, with m an odd number and $r \geq 1$. Let b such that gcd(b, n) = 1 (n is not divided by b). If either $b^m \equiv 1 (mod n)$ or $b^{2^k} \equiv -1 (mod n)$ for some $k < r$ then we can say that n passes Miller’s Test to base b.

The pseudo-code of Miller’s Test is shown in figure 1. As can be seen in the pseudo-code, the Miller’s test is strongly based on the use of a special operation: the modular exponentiation. If a number does not pass the test, we can guarantee that the number is composite. However, if the number passes the test we cannot be complete confident that the number is prime. There is still a probability of failure. This probability of no success can be diminished using the Rabin-Miller test.

**Rabin-Miller Test** Let n be an odd positive integer and let $b_i$ for $i = 1, \ldots, k$ be such that $1 < b_i < n - 1$, and gcd($b_i, n$) = 1. If n passes Miller’s Test for all bases $b_i$, then the probability that n is prime is at least $1 - 1/4^k$. Thus, changing the cardinality of the set of bases we can tune the probability of a number to be prime. The pseudo-code of the Rabin-Miller’s test is written in figure 2.

```plaintext
rabin(number) {
    for (i=0; i < repetitions; i++) {
        base = bases[i];
        prime = miller(number, base);
        if (!prime) return 0;
    }
    return 1;
}
```

**Figure 2**: Pseudo-code of the Rabin Test.

2.1. Design methodology

The main goal of the implementation of this case study is to clearly identify both the advantages and drawbacks of pure hardware and software development cycles. Once this is accomplished, mixed implementations can be better evaluated. Moreover, the conclusions that can be drawn from this design experience can be translated to the co-design methodologies, which should come closer to the current design on practice.

First of all, we have decided to completely describe both implementations with classical software and hardware specification languages (C and VHDL respectively), instead of using a unified language. This decision was made to obtain the best implementation in both cases, because those languages were designed to completely exploit all the advantages of their respective implementation mediums.

The verification of the functionality has been carried out by profiling and simulation of a given set of benchmarks. The benchmarks include the 50,000 first odd numbers and well-known prime numbers, as they are the Mersenne Numbers (numbers of the form $M(n) = 2^n - 1$, with n a prime integer, some of them composites) or prime numbers under $10^6$, which are tabularized.
3. Software Implementation

The software implementation of the Rabin-Miller primality test is strongly based on the use of a library for arbitrary precision arithmetic, because of the use of very long integers. In our case we have used the GNU Multiple Precision Library, GMP [4] for several reasons:

- The source code, written in C, is freely available.
- The library is designed to operate very fast.
- All the complex operations required by the test are implemented in the library, including the modular exponentiation.

We have chosen the C programming language as description language for several reasons. First, C was specifically created to allow the programmer access to almost all of the internals of the machine: registers, input/output slots, memory, etc. Since we are interested in the co-design of the example, this language provides us the basic tool to deal with the hardware parts of a SoC design. At the same time, C allows data hiding and modularity, what is needed to allow very complex programs to be created in an organized and well-timed way. Finally, the resulting code executes faster than most other high level languages.

The algorithm has been coded using the formulation of Knuth [5]. The test has been preceded by a filter function that divides the number under test by the first prime numbers. The use of this function is based on the lower computation time required by a division compared to the modular exponentiation.

The implementation must be extensively checked to characterize the memory space requirements and the performance that the program provides. We are especially interested on the performance bottlenecks and the memory problems that can arise when running the program in a standard processor. We have used GPROF profiler to analyze the results and refine the software implementation.

3.1. Analysis of the Software Implementation

The whole software development process has been carried out on a Pentium II PC (350 MHz, 128 MB RAM) under Linux (Debian GNU/Linux 2.1). GNU gcc compiler, debugger and profiler have been used for their widely known quality and efficiency.

Software estimation remains difficult because of problems in modeling the environment. We have thus used profiling to characterize the software implementation. The analysis performed includes the generation of the execution flow graph and the call tree, the computation of the execution time of all the functions the code includes and the measurement of the memory space required by the different fragments of code.

Table 1 summarizes the results obtained when running the set of benchmarks described in section 2.1.

<table>
<thead>
<tr>
<th>Function</th>
<th># Calls</th>
<th>Time (s)</th>
<th>Mem. [bytes]</th>
</tr>
</thead>
<tbody>
<tr>
<td>mpz_gmp</td>
<td>36810</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>mpz_add</td>
<td>24526</td>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td>mpz_mulf</td>
<td>71692</td>
<td>0.6314</td>
<td>1300</td>
</tr>
<tr>
<td>mpz_gcd</td>
<td>36717</td>
<td>0.41</td>
<td>418</td>
</tr>
<tr>
<td>mpz_addl</td>
<td>34929</td>
<td>0</td>
<td>1F0</td>
</tr>
<tr>
<td>mpz_idiv_q1</td>
<td>12363</td>
<td>0.19</td>
<td>570</td>
</tr>
<tr>
<td>mpz_mulf</td>
<td>11336</td>
<td>0.04</td>
<td>530</td>
</tr>
<tr>
<td>congruent</td>
<td>68972</td>
<td>0.94</td>
<td>42C8</td>
</tr>
</tbody>
</table>

Table 1: Profiling of the Miller function

4. Hardware Implementation

The hardware implementation has been done using VHDL [7] as description language because of its reusability, among many other well-known advantages. The whole circuit has been coded with synthesizable VHDL and parameterized with the bit-width of the number under test. Following this methodology we can easily synthesize a circuit with different sizes.

The resulting architecture comes from the immediate mapping of the test into hardware blocks. Following the pseudo-code of the algorithm we can identify the following basic blocks:

- Modular Exponentiation, which is the main block of the circuit. The Rabin-Miller's test can be actually seen as a sequence of modular exponentiations.
- ROM, which stores the set of bases, b_i, used on the test.
- Comparator, whose output tells us if the result of the exponentiation has been '1', '-1' or none of these.
- Shift Registers, that implement the divisions and multiplications that have to be carried out with the exponent. Additionally these registers load data from the outside.
Figure 3: Block diagram

\[ R = 0; \]
\[ \text{for } i = 0; i < n; i++ \{ \]
\[ Q_i = (A_i B_0) \mod r; \]
\[ R = (R + A_i B_i + Q_i M_i) \mod r; \]
\[ \text{if } (R > M) R = R - M; \]

Figure 4: Montgomery’s Algorithm.

- Finite State Machines, which take care of the control signals used to coordinate the operation of the different blocks.

The block diagram of figure 3 describes the interaction among the elements previously described.

4.1. Modular multiplication

The key point of the hardware implementation of the primality test is the modular exponentiation, which we have implemented following the method square and multiply [5]. The main element of this implementation is the modular multiplication (MM in the following); the faster the MM is performed, the faster the test is run. Among the many algorithms that have been designed to solve MM we have chosen the Montgomery algorithm [9], in particular the hardware implementation proposed by Eldridge and Colin D. Walter [3], because of the good results it produces. The Montgomery algorithm provides high performance while requiring lower area. Another advantage of this method is that it requires simpler and faster selection logic.

The pseudo-code of the algorithm is shown in figure 4, where \( R \) is both an iteration register and the place where the final operation result is stored. \( M \) is the modulus, \( A \) and \( B \) are the numbers under multiplication, \( r \) is the

radix used in the algorithm, \( n \) is the number of digits and \( Q \) the quotient of the operation.

The choice of the radix value is very important to obtain good performance while keeping an acceptable area. For high radix values the algorithm runs less iterations. But this does not necessarily mean that the computation is faster, since the clock frequency decreases due to the larger multiplier size. Taking all that into consideration, we have implemented the Montgomery algorithm with the minimum radix value, \( r = 2 \). This value drastically simplifies the hardware, because since \( M \) is prime \( M_0 = 1 \Rightarrow (r - M_0) = 1 \).

Paying attention to the code, the hardware needed to implement the MM is:

- \( R, M, A, B \): Registers of \( n + 2 \) bit width to store the result, modulus and numbers to multiply. Register \( A \) allows shifting.
- \( Q_{i+1} \): D Flip-flop to save the bit \( Q_{i+1} \) needed on the next iteration.
- A counter with \( \log_2(n + 2) \) bit width which controls the number of iterations the algorithm requires.
- Two adders: A three input carry save adder (CSA) and a carry propagate adder (CPA) to reorganize the result.
- A shifter: since \( r = 2 \) is the radix, the shifter implements the division by the radix.
### 4.2. Analysis of the Hardware Implementation

The hardware description of the Rabin test has been synthesized with the library MTC45000 of 0.35 µm. Due to the large computation time the synthesis tool requires (Synopsys), we have synthesized a primality test for numbers of 128 bits. It is very straightforward (but very time consuming) to synthesize a circuit for numbers of 1024 bit-width. As it is well-known, hardware estimation is still hard today, because it depends on fast synthesis. Synthesis results are summarized in table 2, where the main blocks of the circuit are characterized by means of their area and timing parameters (delay for combinational blocks and working frequency for sequential modules).

It can be seen in table 2 that the speed of this implementation is clearly bounded by two modules. First, the combinational block CPA, with a delay of 2.42 ns, limits the speed of the multiplier. Second, the exponentiator limits the frequency of the whole circuit. This is mainly due to an additional delay introduced by the control FSM.

Regarding the area, the largest module is the exponentiator, with around 80% of the total area if we add the control and the datapath, as it is clearly depicted on figure 6. Since the main element of this datapath is modular multiplier, we have also represented on the right side of figure 6 the distribution of area within this module.

<table>
<thead>
<tr>
<th>Block</th>
<th>Area (eq. gates)</th>
<th>Max. delay [ns]</th>
<th>Max. freq [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSA</td>
<td>3650</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>CPA</td>
<td>2992</td>
<td>2.42</td>
<td></td>
</tr>
<tr>
<td>Shift Reg.</td>
<td>535</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>ROM</td>
<td>142.6</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>1236</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Shift Reg. 2</td>
<td>1688</td>
<td></td>
<td>666</td>
</tr>
<tr>
<td>Multiplier</td>
<td>14057</td>
<td>4.01</td>
<td>192</td>
</tr>
<tr>
<td>Exponentiation</td>
<td>30641</td>
<td></td>
<td>130</td>
</tr>
<tr>
<td>Rabin-Miller</td>
<td>39277</td>
<td></td>
<td>130</td>
</tr>
</tbody>
</table>

**Table 2:** Summary of hardware synthesis

The way these elements are interconnected is shown in figure 5. Obviously, those elements are the data-path of the modular multiplication module. A FSM is needed to generate and perform the control of the algorithm.

It is important to remark that resource sharing has been a key issue considered during the whole design process. This is due to the large size of the numbers under test, that demand enormous amounts of silicon just for storage.

### 5. Comparative study and lessons learned

As it is well-known, hardware development cycle is extremely long compared with software. In our case, the hardware design time has been 80% of the whole case study design. For instance, extensive simulation has been carried out to functionally validate the specification and simulation of a single test takes longer than profiling of a set of numbers. Current time-to-market requirements preclude this expensive design style. The use of co-design methodologies and IP-based designs seems actually to be a necessity.

The performance provided by the software implementation is clearly influenced by the extremely large computation time of the modular exponentiation. This can be seen without doubt in the plots shown in figure 7. Those plots represent the execution time of both hardware and software implementations of the exponentiation and of the whole Rabin test. For very large numbers the time improvement provided by the hardware implementation is even greater. The other modules of the design do not present such a big difference in timing terms.

Taking all the previous information into consideration we can study mixed hardware-software implementations. These implementations should be implemented as an embedded system, with a standard core processor and dedicated hardware. Once we have identified
the performance bottlenecks of the software, two mixed implementations have been considered, which are described in Table 3. A first one (Impl. 1 in Table 3) would use a hardware co-processor implementing the modular exponentiation. A second one (Impl. 2) would only implement the modular multiplication in hardware, since this is the main block of the hardware design.

If we compare the area required by implementation 1 with the area of the all-hardware solution (Table 2), we see that this mixed implementation only saves 25% of the total area. Nevertheless, this can be an appealing solution, because the global cost of the implementation would be smaller. Besides, we can keep the software filter function that divides the number under test by a set of prime numbers, because this function can eliminate many composite numbers, with the corresponding computation time savings.

Implementation 2 can save even more area (around 50%), and presents a faster clock speed, being thus a good candidate to be the best implementation. Nevertheless, this implementation presents a serious drawback: the large communication interface demanded by the modular multiplier. As can be seen in Table 2, for this case the number of transfers required by exponentiation is \(4n^2\), while Impl. 1 only needs \(4n\). Due to the fact that the numbers under test will be very long (1024 bits are needed for military constraints), the time spent transferring data from the standard processor to the co-processor would be extraordinarily large. Consequently, the Impl. 1 should be the best solution to implement a primality test in a hardware-software architecture.

Table 3: Hw-Sw implementations

<table>
<thead>
<tr>
<th>Hw. Exponentiation</th>
<th>Hw. Multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW Area [Eq. gates]</td>
<td>30,600</td>
</tr>
<tr>
<td>HW Area [Eq. gates]</td>
<td>14,057</td>
</tr>
<tr>
<td>Freq. [MHz]</td>
<td>130</td>
</tr>
<tr>
<td>Freq. [MHz]</td>
<td>192</td>
</tr>
<tr>
<td>Transfer</td>
<td>(4n/\exp)</td>
</tr>
<tr>
<td>Transfer</td>
<td>(4n^2/\exp)</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper we have fully specified and designed two antagonistic implementations of a cryptographic application: the Rabin-Miller Primality Test. On the one hand, a software implementation has been done in a very short time, mainly due to the availability of libraries that work with very long numbers. The performance obtained with this implementation has not been very good due to the large computation time that some arithmetic operations (in particular the modular exponentiation) need. On the other hand, a hardware implementation has been done, presenting very good performance figures. Nevertheless, the cost of this implementation is quite high, due to the large area that is required.

Mixed hardware-software architectures have been evaluated to implement the primality test taking advantage of both design experiences. These implementations make profit of the flexibility and low cost of the software and the better performance of the hardware.

Our experience has demonstrated that co-design methodologies and system-level tools are needed to shorten the design time of complex systems. Additionally, attractive implementations in terms of costs and performance can be provided by these approaches.
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